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Abstract
This study compares the performance of several machine learning algorithms in reproducing the
spatial and temporal outputs of the process-based, hydrological model, ParFlow.CLM. 
Emulators or surrogate models are often used to reduce complexity and simulation times of 
complex models, and have typically been applied to evaluate parameter sensitivity or for model 
parameter tuning, without explicit treatment of variation resulting from spatially explicit inputs to 
the model. Here we present a case study in which we evaluate candidate machine learning 
algorithms for suitability emulating model outputs given spatially explicit inputs. We find that 
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among random forest, gaussian process, k-nearest neighbors, and deep neural networks, the 
random forest algorithm performs the best on small training sets, is not as sensitive to 
hyperparameters chosen for the machine learning model, and can be trained quickly. Although 
deep neural networks were hypothesized to be able to better capture the potential nonlinear 
interactions in ParFlow.CLM, they also required more training data and much more refined 
tuning of hyperparameters to achieve the potential benefits of the algorithm.

Keywords
Emulation modeling, surrogate modeling, ParFlow.CLM, machine learning

1 Introduction
Emulation models, also called “meta models” or “surrogate models,” are models of models that 
are intended to reduce the computational resources or complexity of the original model in order 
to facilitate faster simulations. They are often used to optimize or calibrate parameters of the 
original model (Ratto, Castelletti, and Pagano 2012). In such applications, the spatial 
arrangement of the domain remains constant (for example, the locations of various land covers);
varied from iteration to iteration of the model are the parameter values, usually according to 
predefined probability distributions meant to represent the uncertainty around the parameter 
values. In many cases however, it is not only the values of input parameters that require 
sensitivity testing; it is also necessary to understand how the spatial arrangements and 
configurations of parameters contribute to variability. This is especially true in spatial decision-
making, where stakeholders are interested in the potential effects of various spatial 
arrangements corresponding to future alternatives. For testing spatial “what if” scenarios, it is 
primarily the spatial arrangement of zones within the domain that is changing between model 
iterations, not the values assigned to parameters (Klosterman 1999). The potential application 
of emulation models to capture spatially resolved inputs and outputs however remains under-
explored in the literature. 

In this research we provide a simplified case example that will contribute to development
of a broader characterization of original model complexities to be emulated by ML algorithms. 
We use the case to illustrate criteria that may be used in practical contexts where emulators 
need to capture spatially resolved inputs and preserve spatially and temporally resolved 
outputs. In addition to fidelity to the original model outputs, the criteria also include: (1) total time
savings; (2) simplicity of the training process; and (3) robustness of the emulator to the 
algorithm’s hyperparameters and new scenarios.

In the following section, we present a review of related research on the use of ML in 
hydrologic modeling, emulation, and relevance for spatial scenario testing.

2 Related Research
2.1 Model emulators and ML algorithms in physical hydrology simulation

 An emulation model (also known as a “meta-model” or “surrogate model”) is a model 
that mimics the outputs of an original model (Forrester, Sobester, and Keane 2008; Ratto, 
Castelletti, and Pagano 2012; Razavi, Tolson, and Burn 2012; Asher et al. 2015). There are two
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major approaches to emulation modeling: response surface emulators and lower fidelity 
surrogates (Razavi, Tolson, and Burn 2012). The primary purpose of the former is simply to 
reproduce the output of the original model with high fidelity. The “response surface” is the 
original model’s output, and the closer the surrogate can come to reproducing the surface under
new input parameter values, the better. In the response surface emulator approach, the 
processes included in the model are less important than in lower fidelity surrogates. In this latter
approach, the physical bases of the model’s structure are preserved and computational cost 
savings are instead achieved through eliminating less relevant detail in the original model (e.g. 
Haasnoot et al. 2014). Compared to lower fidelity surrogates, response surface emulators are 
better suited for replacement with machine learning-based algorithms, which are often “black 
boxed” processes that can result in high fidelity output, but do not preserve physical meaning of 
processes.

Machine learning (ML) refers to the use of statistical algorithms and sampling techniques
to automatically extract patterns from data, and has been used in emulation processes. They 
have often been applied in modeling meta-analyses, such as in evaluating model parameter 
sensitivity, parameter optimization or systems modeling, which require iterative sampling and 
many model realizations under different parameters or starting conditions (Pianosi et al. 2016). 
They have also been used to speed scenario testing (Carnevale et al. 2012), and increasingly 
suggested in integrated assessment models to reduce computational barriers in coupling 
between sub-models for various scales, and diverse social and environmental contexts and 
levels of complexity (Little et al. 2019; Liu et al. 2008; Mahmoud et al. 2009). 

Recently in the hydrological sciences, ML has been applied as response surface 
emulators to relate high-dimensional input and output fields as images (Mo et al. 2019); to 
reconstruct the shapes of unit hydrographs of surface runoff for any combination of input 
parameters (Moreno-Rodenas et al. 2018); to evaluate uncertainty of a spatially semi-distributed
hydrologic model (Yang et al. 2018); to optimize water resource management decisions 
including several interconnected sub-models (B. Wu et al. 2015); and to predict hydrologic 
connectivity metrics over spatially heterogeneous land covers (Crompton, Sytsma, and 
Thompson 2019). In these examples, ML algorithms are applied to the inputs and outputs of 
physical simulation models in order to speed calculations and ease computational requirements.
Physics or process-based simulation models usually require solving partial differential equations
sequentially for multiple time steps, which can have a high computational load (e.g. Shen et al. 
2016). To handle these loads, nonlinear algebraic solvers have been developed to distribute 
computational resources over parallel, or multi-threaded processes (Hindmarsh and Taylor 
1998).

Deep learning (DL) algorithms comprise a subset of ML algorithms that are based on 
artificial neural networks, structures that relate inputs and outputs of statistical models to each 
other through layers of connecting “neurons” or cells. The “deep” in DL refers to the stacking of 
many layers within the network. Recently, DL has driven rapid advances in artificial intelligence, 
including in computer vision and speech recognition, in which highly complex, nonlinear data 
patterns need to be captured. For a review of DL and its uses and potential applications in 
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hydrologic modeling, the reader is referred to (Shen 2018). With respect to hydrologic 
simulation, Shen identifies DL as a potential opportunity for addressing challenges with model 
scaling and equifinality, especially with respect to fully resolving dynamics (such as those 
represented by Richards equation) at high resolutions. Others have also addressed the potential
for DL algorithms to increase computational performance solving the partial differential 
equations themselves (Han, Jentzen, and E 2018).

2.2 Spatial considerations of environmental decision-making and the need for multi-level 
fidelity

For land management decision-support processes such as those in which urban or 
regional planners may be involved, users are often interested in if and how spatial 
arrangements of alternatives will influence model outputs relative to other alternatives. This is a 
particular need in circumstances where high levels of spatial heterogeneity could result in very 
different hydrologic responses predicted by models than if the spatial heterogeneity was not 
represented. In addition, whether or not such complexity in a model will actually result in a 
practically significant change in output requires evaluating both sensitivity of the model to 
different parameterizations and scenarios. The process of sensitivity analysis and model 
complexity determination should be a part of an iterative modeling process, in which evaluation 
of the relevance of including spatial heterogeneity at different resolutions is evaluated 
(Jakeman, Letcher, and Norton 2006). 

In practice however, the selection of a model of a given complexity is usually subject to 
factors that are neither scientific nor explicitly evaluated according to the goals of the 
environmental decision-making context. Some models that have been widely adopted remain 
based on simple heuristics that do not reflect the specifics of the site. For example, for 
determining how much urban development should occur within a given watershed, many urban 
and regional planners rely on the “10 percent rule”  as a motivation for clustered development 
and limiting sprawl (Berke et al. 2003; Schueler, Fraley-McNeal, and Cappiella 2009; H. Wu et 
al. 2015). This rule was based on early empirical studies that found that statistical differences in 
streamflow signatures could be detected in watersheds with as little as 10 percent of the land 
surface area converted to impervious surface (Schueler 1994). Continued reliance on this 
heuristic persists, despite subsequent improvements in scientific understanding that 
imperviousness at lower thresholds can result in detectable degradation (Booth and Jackson 
1997); the position of development relative to the topographic drainage networks was also 
shown to be important, where upslope imperviousness was less impactful than downslope 
imperviousness (Moglen and Kim 2007); and that it may be more the connectivity of 
infrastructure and land cover change in general, rather than total impervious area that are 
associated with largest impacts to hydrology (Alberti and Booth 2007; Smith and Smith 2015; T. 
Lim 2016). In environmental studies more generally, model simplification in environmental 
decision-making contexts is attractive because simpler models are often more generalizable, 
can better summarize or represent causal relationships in an understandable way, are often 
more generalizable (but less precise), and have lower computational requirements than more 
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complex models (Hong et al. 2017).
Models may also tend toward unwarranted levels of complication for non-scientific 

reasons. These reasons include: “showoff factor,” “include all” syndrome, and “possibility factor” 
(Chwif, Barretto, and Paul 2000). At times, more complex models are perceived to be “more 
scientific” than simple models (Oreskes 2003). In others, the perceptions, values, and interests 
of stakeholders could influence decisions about the model. In the Chesapeake Bay Watershed 
in the United States, for which regulations and policies are closely based on the outputs of an 
integrated model that includes a hydrological model, stakeholders often pushed for the inclusion
of more detail in the model in order to better represent processes important from their 
perspectives. For example, stakeholders pushed to include high levels of spatial heterogeneity 
in land use/land cover and highly specific nutrient loading submodules representing farmer 
behavior were important for stakeholder buy-in of the model and inductive learning from 
scenario testing (T. C. Lim 2021). In these examples, dissatisfaction with computational 
resources and simulation time may be proffered as reasons for decreased credibility of models 
that may occlude non-technical or political reasons for delaying the acceptance of a given 
environmental model.

The above examples illustrate why lowered computational thresholds for testing the 
effects of spatial resolutions in environmental decision-making contexts are necessary. On the 
one extreme, a heuristic is the most simplistic “model” requiring the least amount of 
computation. On the other extreme, a multitude of stakeholder-dependent, spatially-explicit 
considerations could drive model complexity to the point of unmanageable computational 
requirements. Based on this, the use of ML algorithms in emulation modeling may be one 
approach to enabling rapid testing of whether and how the gap between simplistic heuristics and
the latest first-principles-based scientific representations of system dynamics may be bridged.

Simplified Heuristic Complex Model

Positive Features
 Quick, convenient
 Immediately deployable
 Easily comprehensible
 Possibly more accurate

Positive Features
 More comprehensive
 High level of specificity
 Incorporates more sources of 

knowledge (scientific and stakeholder)
 Can accommodate higher levels of 

spatial heterogeneity
 Possibly more precise

Negative Features
 Not spatial
 Too simplistic
 Not precise
 Would not reflect differences between 

spatial alternatives

Negative Features
 Risk of overcomplication
 Potentially less accurate
 Difficult to deploy, validate
 Long run times, high computational 

cost
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The motivation for this study is therefore to evaluate the performance of several ML 
algorithms’ performance in emulating the high spatial and temporal resolution outputs of an 
original model that accepts spatially explicit inputs. Given the motivation of rapid testing for the 
purpose of determining appropriate levels of model complexity for decision-making contexts, we
evaluate several algorithms’ emulator output fidelity, complexity of training, and training data 
requirements to improve understanding of what kinds of high resolution, complex hydrologic 
model outputs can be represented by what kinds of ML algorithms.

3 Methods
The comparison of several ML algorithms performance in emulating a high resolution, coupled-
surface subsurface hydrological model consisted of four main steps: (1) Simulating a 
hypothetical domain, with spatial permutations of hydrologic parameters (scenarios) using 
ParFlow.CLM (Maxwell and Miller 2005); (2) Summarizing the three-dimensional, temporal 
outputs into both one-dimensional temporal outputs (hydrographs) and two-dimensional spatial 
outputs (raster arrays) for each scenario; (3) Using the outputs corresponding to the scenarios 
to train emulators for the temporal and spatial outputs using several ML algorithms (Figure 1).

Figure 1. Overview of method generating training samples using ParFlow.CLM, post-
processing, and emulation using machine learning emulators.
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3.1 Description and Motivation for Case Study: ParFlow.CLM Gridded Hydrologic Model
The case chosen to illustrate spatial temporal emulation using spatially-resolved inputs is a 
hypothetical domain with varying magnitude and placement of an “urban patch” within a forested
hillslope. 

Process-based models are particularly useful for capturing “non-linear” behavior, such 
as variable source area, which results from interactions between surface and groundwater 
interactions. ParFlow.CLM is such a three-dimensional, distributed hydrological model, able to 
represent surface-subsurface interactions that could result in nonlinear runoff responses. 
ParFlow.CLM is based on the Richards equation and solves differential equations for each cell 
in the three-dimensional domain for each timestep of the simulation. This makes ParFlow.CLM 
as a model highly generalizable, but also highly computationally expensive, and therefore a 
candidate for emulation using ML. The spatial domain used in this study was specified to exhibit
these interactions, using the “slab” case (Maxwell et al. 2014), which has been used to 
demonstrate differences in surface-subsurface interactions and runoff generation in a range of 
integrated hydrological models.

We specified a simple hypothetical domain that we expected to exhibit some evidence of
non-linear dynamics in runoff generation processes that would be uniquely captured by an 
integrated surface-subsurface hydrological model. The domain specification described here is 
similar to the “slab” case used in Maxwell et al., (Maxwell et al. 2014), which was used to 
demonstrate differences in surface-subsurface interactions and runoff generation between a 
range of integrated hydrological models. The “slab” case shows how subsurface heterogeneity 
affects runoff process, with low conductivity areas primarily controlled by infiltration-excess 
processes, and higher conductivity only generating runoff through saturation-excess. With this 
formulation, different integrated model formulations have been shown to exhibit significant 
differences in both timing and peaks of runoff processes from the domain, due to differences in 
spatial extent of saturated areas (Maxwell et al., 2014). For the range of spatial scenarios that 
we were interested in here, this was of particular interest.

The dimensions of the hypothetical native domain grid were 10 x 12, with each grid cell’s
resolution 100m x 100m in the horizontal plane, and variable dz thicknesses (from bottom to top
of domain: 2m, 2m, 2m, 1m, 1m, 1m, 0.5m, 0.5m, 0.5m, 0.5m), for a total domain depth of 11m. 
The hypothetical domain was designed to include two hypothetical land cover types: forested 
and urban, to which we assigned different subsurface hydrological parameters-- porosity, and 
saturated hydraulic conductivity-- and land surface properties in the top-most four layers. Land 
surface parameters were held at the defaults for the CLM portion of the coupled ParFlow.CLM 
model, with “broadleaf forest” type assigned to the forest land cover, and “urban/bare” type 
assigned to the urban land covers (Oleson et al. 2010). The hydrologic parameters used in the 
simulations can be found in the Appendix. The slopes in the x and y directions were both set to 
1%. The terrain-following grid option in ParFlow was used. All scenarios were forced using 1D 
meteorological forcing from NLDAS historical data product for a location in central 
Pennsylvania, representing a humid climate (Collick et al. 2015). The year 2010 was used for all
scenarios for both the spinup process and for the one-year simulation. 2010 was chosen 
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because this year had a total annual precipitation depth closest to the 100-year mean (1901 – 
2000) in the past 10 years, with few monthly precipitation total outliers compared to the 100-
year monthly means. The spinup process was implemented in a four step process, described in 
more detail in Lim and Welty, 2017. Spinup was carried out for all scenarios until dynamic 
equilibrium was observed. 

Given the size of the grid cells in this case, we conceptualized hydraulic conductivity and
porosity parameters of the “urban” land use as aggregated upscaled values for the average of 
the covered area (Bhaskar et al. 2015). Because ParFlow.CLM is a hydrologic model, there is 
not a straightforward way to represent hydraulics within drainage infrastructure systems that are
known to play a dominant role in the fate of urban runoff. Others have represented subsurface 
infrastructure networks in hydrologic models before (Bhaskar et al. 2015; Barnes, Welty, and 
Miller 2018; Voter and Loheide 2018; T. C. Lim and Welty 2017), however, for the purposes of 
this study, which is focused on understanding how ML algorithms can preserve spatial 
explicitness, we chose not to introduce this additional layer of complexity.

To generate scenarios, we created contiguous, rectangular patches of “urban” land 
cover in the domain, for between 10 and 30 grid cells of the 120 grid cell total, for a total urban 
area between 100,000 m2 ~ 300,000 m2 in the domain. We created all rectangular 
dimension/orientation permutations of this area that would fit fully within the domain and 
systematically moved the position of the urban patch throughout the domain. This resulted in 
444 spatial scenarios that were then used to distribute the values of hydrologic parameters in 
Table 1 for “urban” and “forested” land uses. The spatial inputs were used to run the fourth 
stage of the spinup (above) was run, and after dynamic equilibrium was verified, the spun-up 
domain was used to simulate one year of coupled surface-subsurface hydrology from the site. 
The model ran at 1-hour timesteps for one year, for a total of 8760 three-dimensional array 
outputs (12x10x10 native grid) for each scenario. Simulations were carried out using four out of 
36 cores of a 36-core server. Each scenario required 2 – 3 hours of wall-clock time to complete.

3.3 Machine learning model tuning and selection
We trained ML models for the prediction of hourly streamflow and the variability of groundwater 
depth separately. The ML algorithms used in this study include Deep Neural Network (DNN), K-
nearest neighbor (KNN), Gaussian Process Regressor (GPR), and Random Forest Regressor 
(RFR). These algorithms were selected to represent a range of ML approaches of varying 
complexity, with the DNN (a multiplayer perceptron) in particular was included for its 
hypothesized capability to represent nonlinearities in the time series and spatial outputs. GPR 
and RFR are also known as powerful nonlinear regressor methods and simpler to implement 
than DNN, while KNN is the simplest to implement, and the simplest algorithm to implement.

The models take as input features the 12 x10 grid representation of the spatial 
distribution of urban and forest grid cells rearranged as a 120 x 1 vector. We tested two 
prediction outcomes: a time-series of streamflow (hydrograph of 180 time steps, represented as 
a 180 x 1 vector), and a two-dimensional spatial array of the standard deviation of groundwater 
depth over the 180-hour period for each horizontal position in the domain (120 cell grids, 
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rearranged into a 120 x 1 vector). The input for each scenario was therefore a 120 x 1 land use 
vector, and outputs were either a 180 x 1 steamflow vector (henceforth “streamflow output”) or a
120 x 1 spatial groundwater variability vector (henceforth “groundwater output”) (See Figure 1).

The candidate ML algorithms (DNN, KNN, GPR, and RFR) were then used to relate 
inputs to outputs. The pipeline is three-fold. First, we randomly divide all the scenarios into a 
training set and a test set using an 80/20 split size. The training set is, then, used to tune the 
models to select the best combination of the hyperparameters for each type of model. This 
study uses five-fold cross validation to tune the models. Finally, we report the performance of 
the best tuned models on the test set and evaluate how the model performance varies with 
training size and stratification.

In the following part of the section, we sequentially introduce the measurement we use 
to evaluate the fidelity of the emulator to the original model, the model tuning process including 
the model tuning tool and hyperparameter selection criteria, and the sensitivity analysis of the 
model performance to the training size and stratification.

3.3.1 Measures of emulator fidelity to original model for each scenario and evaluation of 
the emulator’s performance across the scenario set
The performance of each trained emulator was evaluated in a two-step process. First, we 
calculated the fidelity of the output of the emulator to the original ParFlow.CLM post-processed 
output. For this step, we used commonly-used metrics for model skill, the Nash-Sutcliffe 
Efficiency (NSE) for streamflow, and R2 for groundwater variability.

NSE is a common metric for summarizing the performance of a model compared to 
observed data. NSE is calculated for each scenario in the test set as in Equation 1.

(1 ) NSE=1−
∑
t=1

180

(Qt −Q̂t )
2

❑
Where Qt is the flow at time = t output from the original model, Qt(hat) is the emulator’s 
prediction, and Qt(bar) is the mean streamflow in the 180-h time series.

The fidelity of the emulator for each scenario’s groundwater variability was evaluated by 
calculating a spatial coefficient of determination (R2). R2 is calculated for each scenario in the 
test set as in Equation 2.

(2 ) 1−
∑
i=1

10

∑
j=1

12

( y i , j − ŷ i , j )

❑
Where i and j indicates the x and y position index of each cell in the horizontal domain; y refers 
to the original model output standard deviation over the 180-h period at position i, j; y(hat) is the 
emulator-predicted standard deviation of hourly water depth in the year at position i,j; and y(bar)
is the mean standard deviation in the domain at position i,j according to the original model. 

In the second step of the evaluation of each emulator, we calculated the proportion of 
the previously unseen scenarios that the emulator was able to predict with high fidelity, where 
we considered NSE > 0.7 and R2 > 0.7 a scenario predicted with high fidelity. We used this two-
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step evaluation process across a range of training set sizes to test how each of the emulators 
performed when provided with more or less training data, hypothesizing that more complex 
emulators would require larger training sets in order to result in higher proportions of high fidelity
scenarios in the test set. The two-step evaluation was also used in the process of tuning the 
hyperparameters of each emulator.

3.3.2 Hyperparameter tuning using five-fold cross validation
There are two goals of hyperparameter tuning: (1) we aim to maximize the model performance 
in terms of predicting the steamflow output and the groundwater variability of each scenario; (2) 
it is necessary to ensure the fidelity of the model on an unseen dataset. In other words, we need
to ensure it is not overfitted towards specific training data.

We tuned the hyperparameters using five-fold cross validation, where, in each iteration, 
the model with selected hyperparameters was trained using four folds and tested with the other 
fold. The combination of the hyperparameters was then evaluated using the average 
percentage of the scenarios with an NSE (i.e., for steam flow) or R2 (i.e., for groundwater 
variability) larger than 0.7, as the goal of the model tuning is to maximize the share of 
predictions for scenarios with good performance. This process was repeated for all the models. 
We selected the best hyperparameters for each model, after visiting the combinations within the
search space as listed in Table 1 in the Appendix. We used Scikit-learn (https://scikit-learn.org/),
a Python library for machine learning, to implement the model training and prediction. Especially
for the more complex models, such as DNN, there are more advanced tools that can aid model 
training and hyperparameter tuning, such as Tensorflow. However, for this application which 
attempts to evaluate implementability of emulator training for decision support purposes, it was 
critical for all candidate algorithms to be trained using similar tools to compare performance 
given similar upfront investments in training. Tensorflow-based training is more complex and 
requires a more specific setup. 

We also used Neural network Intelligence (NNI) (Microsoft Research (MSR) 2021) to 
optimize the path of the hyperparameters search, as it is time consuming to exhaust all the 
combinations. In addition to hyperparameter tuning, DNN also requires a decision for the 
structure of the network. For this, we first manually tuned the number of layers and the number 
of perceptrons in each layer using the default hyperparameter setting of DNN in Scikit-learn. 
The selected DNN structure is 10, 10, 10, 10, 10, 90, 90, 90, 90, and 90. This structure was 
then used for hyperparameter tuning.

Finally, each model with corresponding best selected hyperparameters was trained 
using the whole training set and evaluated on the hold-out test set. We report the fidelity and 
performance of each model using the percent of scenarios with good model prediction 
performance (i.e., NSE > 0.7 or R2 > 0.7) on the test set.

3.3.3 Evaluation of Emulator Complexities: Robustness to Training Sample Size
Because the candidate algorithms have varying levels of complexity, it is also necessary to 
assess the training data needs of each algorithm in order to achieve good performance. 
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Generally, a more complex algorithm (such as DNN) may have greater potential to produce high
fidelity outputs, but will also require more training data and have higher hyperparameter tuning 
requirements. An emulator should not only have high fidelity to the original model, it also needs 
to be able to reduce overall computation time and exhibit stability in performance when there is 
limited data for model tuning and training. Therefore, in this study, we explore the potential of 
the ML algorithms in reducing computation time from two perspectives: (1) we investigate how 
the performance of various ML models vary over different training sizes and identify the model 
that generates fidelity even when the training size is small; (2) we test whether a sampling 
method, i.e., stratified sampling, can improve the model performance while mitigating the 
requirement for the size of model input.

To compare the trade-offs between prediction accuracy and the simulation cost of 
preparing data for machine learning models, we test four train/test splits: 10%-90%,40%-
60%,50%-50%, and 80%-20%. Typically, ML models generate higher prediction accuracy on 
unseen test scenarios when they are trained with more data, if sufficiently tuned. Therefore, we 
expect the model performance to increase with the training size.

Stratified sampling is another way that may improve the amount of information presented
to the ML algorithms when the training size is limited. We tried several stratification sampling 
procedures to ensure that the most variability in spatial scenarios were incorporated into the 
training data, including: stratifying by position of the urban land use relative to the outlet 
(distance from centroid to the outlet, and distance from the closest corner of the urban land use 
to the outlet), and stratyding by the size of the urban patch. The aim of stratification is to 
produce a training data set that is representative of the variation in the overall population of 
scenarios.

4. Results
4.1 Comparison of model performance by ML algorithm on test set
Across the range of training set proportions, and across the emulators based on the four ML 
algorithms, there was always a range of fidelities that could be achieved by the fitted emulator 
on the scenarios in the test set. To illustrate this, below we show the performance of one ML 
algorithm (RFR) on the scenarios in the test set of a 50%-50% train-test split of the data. Figure
2A shows the distribution of NSEs for streamflow. Figure 2b shows the original model output 
180-h streamflow time series in blue, compared with the emulator output in red, for four 
scenarios in the test set. These four scenarios represent a range of fidelities (NSE = 0.06, 0.50, 
0.85 and 1.00, respectively) to illustrate the emulator’s range of performance. The scenarios 
that had elongated urban patches were predicted with less fidelity than scenarios where the 
urban patches were more compact. Figure 2C shows scatterplots of the hourly streamflow 
predictions from the original model compared with the emulator, and shows that the lower NSEs
were attributed to overprediction of streamflows by the emulator compared to the original model,
while for scenarios with higher fidelities (higher NSE), the emulators slightly underpredicted 
streamflows compared to the original model.
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Figures 2A~C. 2A) Distribution of NSEs achieved by the RF-based emulator on 222 test set 
scenarios. 2B) Comparison of original model streamflow output and emulator streamflow output,
shown alongside input spatial scenarios. White block indicates the “urban patch” within the 
forested domain. 2C) Scatterplot of each hourly streamflow output vs emulator prediction. Points
above the dashed line are overpredicted by the emulator. Points below the dashed line are 
under-predicted by the emulator.

Compared to streamflow time series, the distribution of model fidelities for the RFR algorithm-
based emulator of groundwater depth variability exhibited better overall fidelity (Figure 3A). 
Figures 3B and 3C show the groundwater variability (as standard deviation over the 180-h 
simulation period) for the original model and the emulator, respectively. Figure 3D shows the 
emulator model error. In Figures 3B ~ 3D, the position of the urban patch is shown with a black 
outline. We observed that the largest positive (purple) and negative (orange) emulator errors 
tended to be exhibited in the midslope area of the domain (the highest elevation of the tilted slab
domain is at the upper right corner, while the lower elevation is at the lower left corner) (Figure 
3D). Emulator fidelity tended to be lower in scenarios where the uban patch spanned across the
diagonal midslope portion of the domain, reflecting that dynamics in these areas might be more 
difficult to capture with an emulator. In addition, scenarios in which the shape of the urban patch
were either the most elongated or the most square tended to have larger errors.
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Figure 3A~C [color]. 3A) Distribution of R2 achieved by the RF-based emulator on 222 test set 
spatial scenarios. 3B) Original model output for groundwater variability. 3C) RF-based emulator 
prediction for GW variability. 3D) Residual of the emulator compared to the original model.

4.2 Model robustness to training size
We assess the potential of the models in reducing the requirement for the number of simulated 
scenarios by tuning and testing models using various train/test split sizes and different sampling
methods. This section analyzes the model robustness to the training sizes and in the following 
section, we analyze whether models can be improved by sampling. Model performance, which 
is evaluated using the percent of test scenarios for which emulators exhibited high fidelity to the 
original model (NSE > 0.7 for streamflow and R2 > 0.7 for groundwater variability), is reported.  
(Table 1).

Table 1 Proportion of scenarios predicted with high fidelity with various training sizes
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Model performance on test set scenarios

Training
size

10% 40% 50% 80%

Temporal Streamflow Output

KNN 0.50 0.73 0.74 0.82

Gaussia
n 0.29 0.70 0.75 0.88

RF 0.60 0.85 0.90 0.92

DNN 0.54 0.12 0.74 0.11

Spatial Groundwater Variability Output

KNN 0.81 0.92 0.96 0.98

Gaussia
n

0.82 0.94 0.96 0.94

RF 0.82 0.96 0.98 0.97

DNN 0.61 0.55 0.74 0.88

For the streamflow output, RFR consistently produced the highest percent of high fidelity
scenarios. KNN outperformed the GPR algorithm when the training size is small (i.e., 10%), 
while GPR had higher prediction accuracy when the training size is large (i.e., 80%). Even 
though many applications (Greenspan, van Ginneken, and Summers 2016; Marçais and Dreuzy
2017; Najafabadi et al. 2015) show that DNN can achieve better performance than other 
models, it requires complex setup and more computation resources to ensure a decent 
prediction accuracy. Since this study uses the simple implementation of DNN in Scikit-learn, it is
within our expectation that the predictive power is very limited. In addition, we limited the model 
hyperparameter tuning processes to 10 hours, which affected DNN, since other algorithms’ 
tuning processes were completed in well under 10 hours. As a result, only a few combinations 
of hyperparameters were tried for DNN due to extremely long execution time of several hours 
for one trial. This resulted in the percent of scenarios with high prediction fidelity from DNN to 
vary dramatically with the training sizes, indicating that the DNN models were not sufficiently 
tuned due to the expensive tuning process.

For the groundwater variability output, when the training sizes were small, RFR 
outperformed all other models while KNN showed a better performance with larger training size.
RFR is also more generalizable according to a comparison of performance on test scenarios 
and training scenarios. Similar to the prediction for streamflow, DNN consistently made 
predictions with low accuracy and shows instability.

Overall, RFR showed higher fidelity to the original model with small training sizes 
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compared to other models. Specifically, when the training set is only 10% of the whole data set, 
RFR ensured that over 60% and 80% of the scenarios are predicted with high fidelity for both 
the streamflow prediction and groundwater variability.

4.3 Model improvement with stratified sampling methods
We hypothesized that using stratification on scenarios’ input land use configurations when 
splitting the data into testing and training sets could help provide more information to the 
emulator training process without requiring an increased number of training scenarios. 
Therefore, we tested the models with various stratification methods using a 50% training size. 
However, as shown in Table 2, we found mixed evidence. For the temporal streamflow output, 
the prediction from KNN and GPR were improved while RFR and DNN did not benefit from 
stratified sampling. In contrast, we did not observe any improvement in the model performance 
for RFR, GPR, and KNN with stratification while stratifying on the distance of the urban patch’s 
centroid to the lowest elevation point in the domain and on the size of the urban patch can 
improve the performance of DNN.

Table 2 Percent of test set scenarios where emulator achieved > 0.7 for NSE or spatial R2 when
stratifying samples on scenario characteristics in test-train splits

No stratification Stratify on distance
of urban patch

centroid to
domain’s lowest

elevation

Stratify on distance
of urban patch

corner to domain’s
lowest elevation

Stratify on length
of diagonal of the

urban patch

Temporal Streamflow Output

KNN 0.74 0.74 0.81 0.81

Gaussian 0.75 0.69 0.80 0.84

RF 0.90 0.90 0.84 0.89

DNN 0.74 0.27 0.00 0.21

Spatial Groundwater Variability Output

KNN 0.96 0.95 0.94 0.95

Gaussian 0.96 0.95 0.95 0.93

RF 0.98 0.97 0.97 0.96

DNN 0.74 0.89 0.57 0.86
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4.4 Interactive effect of the training size and sampling method on model performance

Lastly, we also evaluated how the training sizes and stratified sampling may work together to 
influence the four algorithms’ performance. We conducted more experiments combining the 
effect of training sizes (i.e., 10%, 40%, 50%, and 80%) with stratification methods (i.e., 
stratifying on distance of urban patch centroid to domain’s lowest elevation [cent], stratifying on 
distance of urban patch corner to domain’s lowest elevation [corner], and stratifying on length of 
diagonal of the urban patch [diag]). The percent of test scenarios with high fidelity in each model
with the combinations of training size and sampling method is visualized in Figure 4. 

                        (a). Streamflow                                         (b). Groundwater variability

Figure 4. Percent of test scenarios predicted with high fidelity of all models

The results suggest that stratified sampling improves the model performance for predicting 
streamflow when there is limited training data. In particular, when only 10% of the scenarios are 
used as training data, the RFR model achieves almost 70% of the test scenarios predicted with 
high fidelity, if combined with the sampling method “corner,” whereas if the test-train split is not 
assigned based on stratified sampling, the RFR algorithm achieves only about 60% of the test 
scenarios predicted with high fidelity. Therefore, stratification can help reduce the requirement 
for the number of simulation experiments while preserving a decent prediction accuracy, for the 
RFR algorithm. The benefit associated with both stratified and non-stratified samples on model 
performance improvement decreases as training sizes increase. The prediction accuracy levels 
off once the training size reaches 50% for RFR.

For groundwater variability, stratification does not significantly reduce the requirements 
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for training data needed for each of the algorithms. This is probably due to an already high 
model prediction accuracy compared to streamflow. Similar to streamflow, about half of the 
simulation experiments are needed to reproduce the results with high fidelity.
5 Discussion
While we originally hypothesized that DNN would be able to capture many of the nonlinear 
responses caused by surface and groundwater interactions enabled through high-resolution 
coupled surface-subsurface hydrological model ParFlow.CLM, the results indicated that DNN 
did not result in the highest rates of high fidelity emulation. Instead, for both spatial and temporal
outputs, the RFR algorithm produced the highest fidelity emulators with the highest levels of 
stability across random training samples. Upon inspection of the scenarios that were predicted 
with high fidelity and low fidelity, we found several factors that were correlated with low fidelity 
predictions: (1) scenarios where the “urban patch” intersected the midslope area of the hillslope 
domain, where saturation is highly variable over the simulation period; (2) scenarios where the 
shape of the urban patch is highly elongated, or in the case of predicting groundwater variability,
very square. In the former factor, poor prediction performance is indeed due to the presence of 
event-specific nonlinearities in this zone. In the latter, poor prediction may be more attributed to 
the uniqueness of the geometries of the patch -- both the most elongated and most compact 
configurations represent the “extremes” of the overall population of scenarios.

Recently, there has been increasing attention given to DNNs, precisely for their potential
to mimic high dimensional, nonlinear patterns. They have been particularly useful in object 
detection and computer vision applications (Eldan & Shamir, 2016; Greenspan et al., 2016; 
Najafabadi et al., 2015), and applied in hydrological modeling as well (Shen, 2018). However, in
this application we found that DNNs were both difficult and costly to parameterize, and showed 
evidence that our training data sets (n = 444) were simply not large enough to support the 
algorithm’s advantages. Hyperparameter selection is an important step in training ML algorithms
and we utilized Neural Network Intelligence (NNI) to automate grid searches for optimal 
parameters for each algorithm we tested. The process of hyperparameter optimization was also 
more costly for DNN than for RFR. In the 10 hours of the model tuning time, only fewer than 10 
trials (i.e., 10 combinations of the hyperparameters) were finished for DNN while more than 
1000 trials can be tested for RFR. Testing of a range of training set sizes showed that DNN 
exhibited an increase in performance, which could indicate that this algorithm might continue to 
improve when provided more training data, as other studies have also noted (Cho et al., 2016; 
Ding et al., 2017). However, when combined with sample stratification, the tuned DNN 
hyperparameters exhibited instability in predicting  scenarios in a test set. In the context of 
emulating for environmental decision-making contexts that motivated this study, running the 
original model enough times to provide data to ML emulators would simply not be a practical 
investment in most cases. 

As others have noted, models must be evaluated differently in decision-making contexts 
than in contexts of pure scientific inquiry (Hamilton et al., 2019; White et al., 2010). We suggest 
that model emulators used in decision-making contexts must also be assessed in aspects 
additional to fidelity to the original model. Specifically, (1) does the ML emulator itself 
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necessitate high levels of specialized data science expertise in order to ensure appropriate 
hyperparameter selection and stability?; and (2) does the emulator require so much training 
data to be generated from the original model so as to create its own barriers to implementation?

In the case of this study, the ML algorithm that produced the highest fidelity emulation 
neither required as much training data and nor was as complicated to tune than the more 
complex ML algorithm DNN. In more complex applications of high-resolution, spatially 
distributed hydrological models such as: complex geometries of land cover patches, more 
varied topographies and subsurface conditions however, this might not be the case. More 
research in emulation using ML algorithms is needed to better anticipate what algorithms are 
needed to emulate which levels of process complexities, as well as approximately how much 
training data might be required to ensure high fidelity and stability of the emulator.

6 Conclusion
In this study, we examined the processes of training four machine learning algorithm-based 
emulators of the high-resolution surface-subsurface hydrological model ParFlow.CLM. We were 
particularly interested in defining the emulators to take spatial scenarios of land use 
configurations (e.g. urban vs forested land covers) as inputs to support spatial environmental 
decision-making. Spatial inputs have not previously been a major emphasis of emulators, which 
have tended to be applied to rapidly mimic model outputs given varying input values of 
parameters. We found that the best fidelity to the original model was achieved by the random 
forest regressor, and that an algorithm hypothesized to be able to capture high dimensional 
patterns and nonlinearity in the system, a deep multilayer perceptron, did not exhibit high fidelity
or stability given random samples of training data. Examination of the results indicated that this 
was probably due to a combination of the relatively simple application of the ParFlow.CLM 
model, not enough training data generated to support the DNN algorithm, and complexity of 
tuning hyperparameters. Lastly, we suggest that when applied for spatial decision support, 
choice of emulators need to consider more than the fidelity of reproducing the “response 
surface,” and also consider necessary costs of data science expertise and generating sufficient 
training data.

Computer Code Availability
ParFlow.CLM (3.7.0)

 Developer: Reed Maxwell
 Year first available: 2001
 Software Required: None
 Program languages: C, Tcl, Python, Fortran
 Program size: 100.629 MB
 Access: Downloadable from: https://github.com/parflow/parflow 

Code for pre/post processing of ParFlow inputs:
 Developer: Theodore Lim
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 Year first available 2020
 Software Required: Python
 Program languages: Python
 Program size: 49 MB
 Access: Downloadable from: https://github.com/theochli/parflow_py_utils
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Appendix
Table 1. Search Space of the Model Hyperparameter Tuning

Model Hyperparameter Search Space

KNN n_neighbors [1,2,3,...,30]

weights [‘uniform’, ‘distance’]

p [1,2]

metric ["euclidean", "manhattan", "chebyshev"]

Gaussian constant_value [0,1,2,3,...10]

lower_bd [1e-5, 1e2]

upper_bd [1e2, 1e5]

length_scale [1,2,3,...,20]

length_scale_up [1e3, 1e7]

length_scale_low [1e-3, 1e3]

n_restarts_optimizer [0,1,2,3...10]

alpha [1e-5, 1]

DNN activation ["identity", "logistic", "tanh", "relu"]

solver ["lbfgs", "sgd", "adam"]

alpha [1e-8, 1]

batch_size [10,11,12,…,800]

learning_rate ["constant", "invscaling", "adaptive"]

learning_rate_init [1e-8, 1]

power_t [1e-8, 1]

max_iter 1000

shuffle [0,1]

tol [1e-8, 1]

momentum [1e-8, 1]

nesterovs_momentum [0,1]

validation_fraction [0,0.95,0.05]

beta_1 [1e-8,1]

beta_2 [1e-8,1]

epsilon [1e-8,1]

n_iter_no_change [1,2,3,…,100]

RF n_estimators [1,2,…,200]

max_depth [5,6,7,…,60]
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min_samples_split [2,3,4,5,6]

min_samples_leaf [1,2,3,4,5,6]
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